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Introduction and motivation

• A Machine Learning or a Deep Learning model learns patterns from
training data and predicts an outcome for an instance or maps an instance
to a class.

• In a black box model:
• The learned data patterns are not evident.
• The reasons why a model decided an outcome are not clear.

• In order to make these models trustworthy and therefore acceptable, it is
necessary to augment the model with explanations of its decisions.

XAI is born.
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https://www.datanami.com/2018/05/30/opening-up-black-boxes-with-explainable-ai/
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How to explain?
The main natural strategies used to address the problem of XAI:

• Directly using interpretable models (decision trees, logic rules. . . ).
• Post hoc explaining, by argumenting/explaining the result once it is

obtained. Usually, local explanations.

Some remarks:
• A good explanation has to be simple, easy to understand, and faithful

(accurate), conveying the true cause of the event.
• The design of representations that support the articulation of the

explanations is required.

Goal
To present a language (Formal Concept Analysis) that incorporates syntax
(symbolic representation) and semantics, allowing to reason and perform
inference.
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Foundations of Formal Concept Analysis

• Formal context: K = (G, M, I).

small medium large near far moon no_moon
Mercury × × ×
Venus × × ×
Earth × × ×
Mars × × ×
Jupiter × × ×
Saturn × × ×
Uranus × × ×
Neptune × × ×
Pluto × × ×

Table 1: G is the set of objects (planets), M is the set of the attributes or properties,
and I is the incidence relationship.
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• Derivation operators: for A ⊆ G, B ⊆ M , define

A↑ = {m ∈ M : gIm ∀g ∈ A}

B↓ = {g ∈ G : gIm ∀m ∈ B}

For instance:

{Venus, Mars}↑ = {small, near}

{far, moon}↓ = {Jupiter, Saturn, Uranus, Neptune, Pluto}

They form a Galois connection, so their composition is a closure operator.

{no_moon}↓↑ = {small, near, no_moon}

All planets with no moon are also small and near the Sun, and share no other
attributes.
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• (Formal) Concept: (A, B) ∈ 2G × 2M such that A↑ = B and B↓ = A.

small medium large near far moon no_moon
Mercury × × ×
Venus × × ×
Earth × × ×
Mars × × ×
Jupiter × × ×
Saturn × × ×
Uranus × × ×
Neptune × × ×
Pluto × × ×

Table 2: A maximal rectangle is a formal concept
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• The ⊆ order in 2G can be extended to a partial order in the set of
concepts: this gives the concept lattice.

( {Mercury, Venus, Earth, Mars, Jupiter} , ∅ )

( {Venus, Earth, Mars, Jupiter} , {moon} )

( {Earth, Mars, Jupiter} , {far, moon} )

( {Earth} , {large, far, moon} ) ( {Mars} , {medium, far, moon} )

( {Mercury, Venus, Jupiter} , {small} )

( {Venus, Jupiter} , {small, moon} )

( {Jupiter} , {small, far, moon} )

( {Mercury, Venus} , {small, near} )

( {Mercury} , {small, near, no moon} )( {Venus} , {small, near, moon} )

(∅, {small, medium, large, near, far, moon, no moon} )
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• Attribute implications are formulas A ⇒ B with A, B ⊆ M whose
meaning is “all objects that have the attributes in A, also have the
attributes in B”.

1: {no_moon} ⇒ {small, near}
2: {far} ⇒ {moon}
3: {near} ⇒ {small}
4: {large} ⇒ {far, moon}
5: {medium} ⇒ {far, moon}
6: {medium, large, far, moon} ⇒ {small, near, no_moon}
7: {small, near, moon, no_moon} ⇒ {medium, large, far}
8: {small, near, far, moon} ⇒ {medium, large, no_moon}
9: {small, large, far, moon} ⇒ {medium, near, no_moon}

10: {small, medium, far, moon} ⇒ {large, near, no_moon}

Remarks
We can use logic tools (e.g. Armstrong’s rules) to perform inference.
With FCA, we have the syntax and the semantics to represent explanations
and methods (algorithms) to extract and reason with them.
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Use cases I. Ensembles of decision trees

Concept Lattice Decision Tree

Dudyrev, E., & Kuznetsov, S. O. (2021). Summation of Decision
Trees. In FCA4AI@ IJCAI (pp. 99-104).
Belohlavek, R., et al. (2009). Inducing decision trees via concept
lattices. Int. J. of general systems, 38(4), 455-467.
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The problem arises when using ensembles of decision trees (boosting, random
forests. . . ):

• Each tree represents only a part of the variables (attributes)
• There may be missing data

The solutions so-far:
1. Build a large decision semilattice able to capture and mimic the

ensemble (reproducing faithfully its predictions).

Dudyrev, E., & Kuznetsov, S. O. (2021). Summation of Decision
Trees. In FCA4AI@ IJCAI (pp. 99-104).

2. Generate conceptual views on the ensemble: several lattices that
capture different standpoints, such as local and global properties.

Hanika, T., & Hirth, J. (2023). Conceptual views on tree ensemble
classifiers. International Journal of Approximate Reasoning, 159,
108930.

FCA gives us all the tools to interpret and manage these structures.
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Use cases II. Deep learning and neural networks.

Kuznetsov, S. O., Makhazhanov, N., & Ushakov, M. (2017). On neural
network architecture based on concept lattices. In ISMIS 2017, Warsaw,
Poland (pp. 653-663).

All attributes

Connections as in 
the concept lattice

One neuron per class
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Hasanah, N., Imai, S., & Nobuhara, H. (2010). Application of formal
concept analysis for rule mining in artificial neural networks. In SCIS &
ISIS SCIS & ISIS 2010 (pp. 670-675).

TRAINING
USE TRAINED 

NETWORK TO BUILD 
FORMAL CONTEXT
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Use cases III. Recommendation systems.
Diaz-Agudo, B., et al. (2019). Explanation of recommenders using formal
concept analysis. In ICCBR 2019 (pp. 33-48).

USER MODELLING

EXPLANATIONS GENERATION
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Some tools
https://upriss.github.io/fca/fcasoftware.html
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Limitations of FCA??

It seems that FCA only deals with binary tabular data.
Scalings are procedures to transform many-valued contexts into binary form
(back and forth).
But there are extensions to:

• Numerical intervals.
• Fuzzy values.
• Negative attributes (absence of properties) and missing information.

Fuzzy FCA can cope with imprecise or vague information, what helps in the
modelling process for the explanation.
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Conclusions

• We have presented the principal uses of FCA in the explainability of
different ML techniques.

• FCA is able to represent the knowledge inside a dataset in two ways:
• The concept lattice, which enables a hierarchical view of the dependencies
• Implicational systems that, with the help of logic, allow us to infer and

deduce new information
• These two representations are expressive enough to model and then to

manage and represent the possible explanations of other less explainable
ML techniques.

• The different extensions of FCA will further foster the ability to generate
explanations (particularly in DL).
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